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(a) Rabbit Single (b) Rabbit Dual (c) Motion Intensity

Figure 1: Coding of the gradient for a) Rabbit Single, (b) Rabbit Dual, and (c) Motion Intensity. The orange arrow represents the
gradient of the directional cue with an intended increase over time. The timing, duration, number of pulses, and intensity (S1 –
S7) of the three actuators (T1 – T3) are illustrated for each condition.

ABSTRACT
In Human-Computer-Interaction, vibrotactile haptic feedback of-
fers the advantage of being independent of any visual perception
of the environment. Most importantly, the user’s field of view is
not obscured by user interface elements, and the visual sense is
not unnecessarily strained. This is especially advantageous when
the visual channel is already busy, or the visual sense is limited.
We developed three design variants based on different vibrotac-
tile illusions to communicate 3D directional cues. In particular, we
explored two variants based on the vibrotactile illusion of the cu-
taneous rabbit and one based on apparent vibrotactile motion. To
communicate gradient information, we combined these with pulse-
based and intensity-based mapping. A subsequent study showed
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that the pulse-based variants based on the vibrotactile illusion of
the cutaneous rabbit are suitable for communicating both direc-
tional and gradient characteristics. The results further show that a
representation of 3D directions via vibrations can be effective and
beneficial.

CCS CONCEPTS
• Human-centered computing→ User centered design; Haptic
devices; • Hardware → Haptic devices; • Computing method-
ologies → Virtual reality.
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1 INTRODUCTION
People perceive objects in their environment primarily through
their sense of sight. However, this ability can be reduced or not pos-
sible at all in certain situations. Objects might be covered by other
things / user interface (UI) elements (visual clutter) or be outside
the human field of view. In addition, visual perception may be lim-
ited or impossible due to visual impairments. Previous research has
shown that the haptic modality can, to some extent, compensate for
the lack of visual information and outperform audio-based cues [3].
It can also be applied in combination with other modalities and can
offer an additional information channel if, for example, the visual
channel is overloaded due to distracting information [5, 14].

Directing attention, guiding, and transmitting patterns via vi-
brotactile signals have already been researched and found to be
useful feedback modalities [11, 12, 26]. Barralon et al. studied pat-
tern recognition using a vibrotactile belt with eight actuators and
tasked participants to select the corresponding correct visual rep-
resentation [2]. Lee and Starner proposed BuzzWear, a wearable
tactile display with three vibration actuators for notification pur-
poses that function by modulating intensity, pattern, direction, and
starting point [16]. After 40 minutes of training, subjects could
distinguish between the 24 patterns with up to 99% accuracy. Vi-
brotactile feedback is also used in the context of guidance. Here,
a study by Lehtinen et al., used a vibrotactile glove to support a
visual search task on a flat plane on a wall [17].

However, a common challenge is that tactile displays have a
limited resolution. Therefore, researchers have simulated smooth
movement patterns with the help of tactile illusions [6], such as
Phantom Sensations [1, 19], Apparent Tactile Motion [4, 15, 23], and
Cutaneous Rabbit [7, 18, 21, 24]. Tan et al. conducted a study using
a 3 x 3 tactile display and applied the Cutaneous Rabbit sensation
to explore the communication of eight 2D directional cues (north,
northeast, east, southeast, south, southwest, west, and northwest)
and the successful recognition of these cues [25].

While previous work focused on 2D directional cues (e.g., [25])
or allowed users to feel directions upon approach with their hand
(e.g., [11]), we are not aware of any work that aims to communicate
3D directional cues. In particular, our work differs from approaches
such as [12], who aim to push or pull the hand toward a known
target in 3D space but who therefore do not actually need to encode
3D information for the vibration pattern itself. It also differs from
work such as [27] which used a Tactile Vision Substitution System
(TVSS) to communicate 3D shapes of a static object by directly
mapping image features such as contours on a 20 x 20 tactile display.

Our approach builds on the idea of Tan et al. [25] to communicate
2D directions. We combine their base with pulse or intensity map-
ping to simultaneously communicate the gradient. Furthermore, we
explore the influences of different haptic illusions (i.e., Cutaneous
Rabbit and Apparent Tactile Motion) on the comprehension of direc-
tional cues. Our work contributes three specific design proposals
for communicating 3D directional cues as well as a study on the
effectiveness and subjective experience of this non-visual approach
to direction mapping.

2 CONCEPT
Within the scope of our experiment, three variants were developed
to map vibrotactile 3D directional cues. For the 2D direction, the
vibrotactile illusions of the Cutaneous Rabbit and Apparent Tactile
Motion were used. We extended these by a pulse- and intensity-
based approach to communicating the gradient of the 3D directional
cue (see Figure 1).

2.1 Rabbit Single: Cutaneous Rabbit with
Pulse-based Approach

This condition is based on the Cutaneous Rabbit for communicating
2D direction, a tactical illusion that can influence the design of
vibrotactile patterns. This illusion was discovered in 1972 by Gel-
dard [8]. The sequence of taps on different vibrotactile actuators is
perceived as a continuous movement between the different points.
Each directional cue is abstracted using three control points for
the actuators (illustrated as dashed lines in Figure 1). Depending
on the distance resulting from the gradient of the directional cue,
the number of pulses triggered at each actuator is determined in
a range of 1 – 7 with a Burst Duration (BD) of 125ms, an Inter-
Stimulus Interval (ISI) between pulses of 50ms, and an Inter-Burst
Interval (IBI) between actuators of 100ms. The closer the control
point of the direction cue is to the hand, the higher the number of
vibration pulses (see Figure 1a).

2.2 Rabbit Dual: Cutaneous Rabbit with a Pulse-
and Intensity-based Combined Approach

Rabbit Dual is based on Rabbit Single but includes a second ad-
ditional encoding for the gradient of the 3D directional cue. In
addition to the number of pulses, we mapped three different inten-
sity levels on the distance of the directional cue to the palm (see
Figure 1b). We based the distinct intensity levels on prior work by
Gescheider et al., who measured a just noticeable relative difference
threshold – Just-Noticeable Difference (JND) – with values of 0.26
at 4 dB above the perceptual threshold [9]. To communicate and
distinguish between up- and downward gradients, three distinct
intensity levels were selected - a baseline level in the middle and
one low- as well as one high-intensity level. The anticipated ben-
efit of this condition was that gradient comprehension would be
improved due to the dual encoding.

2.3 Motion Intensity: Apparent Tactile Motion
with Intensity-based Approach

This condition applied the same intensity mapping for the gradient
as Rabbit Dual, but without the pulses. In contrast to the Cutaneous
Rabbit sensation with distinct pulses as in Rabbit Single and Rabbit
Dual, here we applied the vibrotactile illusion of Apparent Tactile
Motion. This was first studied in the early 20th century by Burtt [4]
and is commonly referred to as the Phi Phenomenon. The illusion
is created by an overlap in the start times of two actuators – Inter-
Stimulus Onset Asynchrony (SOA), calculated as 𝑆𝑂𝐴 = 0.32𝑑 +
47.3𝑚𝑠 , where 𝑑 is the vibration period of an actuator – 450ms.
Instead of two individual actuators, a single stimulus is perceived
as moving from the position of the first triggered actuator T1 to the
second actuator T2 – or from actuator T2 to T3 (see Figure 1c). A
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(a) Actuator Placement as
provided by SensorialXR

(b) 2D Directions (c) Study Setup

Figure 2: For the 2D directional cues, we used (a) the placement of all actuators across the hand to (b) communicate five different
directions. Here, (c) illustrates the study setup, with the arm resting on the armrest while the hand is in the air.

potential benefit of this illusion is that it may feel more like a natural
movement, as it disguises the limited number of actuators. After
pilot tests, a starting intensity value of 0.22 and a JND value of 0.3
were chosen, which made the intensity levels easily distinguishable.
Thus, a total of seven possible intensity levels were defined.

2.4 Implementation
To develop our approach, we use the 3D game engine Unreal En-
gine 4 optimized for usage with a Meta Quest 2 Virtual Reality (VR)
Head-Mounted Display (HMD). This allows for the use of a virtual
environment in which the participants can concentrate purely on
the haptic feedback without being visually distracted. It also pro-
vides a simple way to visually explain the directional cues to the
participants and record their responses for rating scales. As a haptic
display, we chose the SensorialXR glove as a commercially available
device with Software Development Kit (SDK) interface to the Un-
real Engine 4. With ten actuators – Linear Resonant Actuator (LRA)
vibration motors, fixed in place – (see Figure 2a), SensorialXR gloves
are among the models with the most vibration motors per hand.
Thus, they offer the potential to map the 3D directional cues with
the highest possible vibrotactile resolution [22].

3 STUDY
We conducted a within-subjects experiment with 14 participants to
explore and understand the differences and similarities between the
three presented designs for vibrotactile feedback (independent vari-
able) regarding their effectiveness in communicating 3D directional
cues. As participants were supposed to feel and comprehend direc-
tional cues without any additional visual feedback, we conducted
the study in person and within a neutral VR environment, which
allowed participants to focus entirely on the vibrotactile feedback.
The age of participants ranged from 21 to 31 years, with a mean age
of 25.71 years (𝑀 = 25.71, 𝑆𝐷 = 2.972). Four were female, ten were
male, and all were university students of various subjects. None
of the participants reported any visual impairment, and all were
right-handed.

3.1 Procedure
The study was conducted in multiple comparable physical localities.
Before commencing, participants were fully informed about the
project objective and the various tasks they had to complete. Each
participant gave their full and informed consent to partake in the
study, have video and audio recordings taken, and have all the
relevant data documented. Participants wore a HMD on their head
and a vibrotactile glove on the right hand while being asked to
keep their right arm rested on an armrest with the palm facing
down (see Figure 2c) to avoid any external factors. In the left hand,
participants held a controller to control the VR environment.

For each condition, each participant performed six training trials.
For each trial, the vibrotactile feedback was repeated three times,
and a corresponding visualization was shown to indicate the direc-
tion in 3D supporting the participant’s mental model. For the actual
task, participants were shown a neutral-colored background in VR
without any visual representations of the 3D direction. Participants
were able to trigger the start of the trial with the VR motion con-
troller. In total, they completed 30 measured trials per condition,
resulting in 90 measured trials per participant and 1,260 measured
trials in total. The 30 trials consisted of 2 (blocks) x 5 (2D direction)
x 3 (gradient). The variable 2D direction represented a typical set of
five possible mappings of straight horizontal, vertical and diagonal
directions, which were physically located on the surface of the hand
(see Figure 2b). They represented the direction in x-z-coordinates
of the overall 3D directional vector. The gradient encoded the direc-
tion in y-coordinates: either up, down, or neither any gradient. To
counter learning and fatigue effects, we applied a Balanced Latin
Square design for the order of the three conditions. The order of
trials was randomized within each block. Between each condition,
participants were able to rest their hand for five minutes. The aver-
age session lasted for 45 minutes and concluded with a debriefing.
Non of the participants mentioned any sensory or muscle fatigue.
Participants received 15 EUR in compensation.

3.2 Variables and Research Questions
For dependent variables, we measured the accuracy of the compre-
hension of the 2D direction (x-axis, z-axis) and the gradient (y-axis).
We are measuring the two variables (2D direction and gradient)
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(a) 2D Direction Estimation.
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(b) Gradient Estimation.
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Figure 3: Measured performance for 2D direction and gradient estimation as well as task loadmeasured with the NASARaw-TLX
(lower score is better). For the task load subscale “frustration” no bars are visible because all three conditions have a median
score of 0.

separately, as commonly done within the research community (e.g.,
estimation of direction and distance for HMDs [10]). The main
reasoning here is that orientation in 3D space and especially de-
scribing directions in 3D can be challenging for participants and
could negatively affect the validity of the measurements. To do so,
we presented participants with a UI panel in VR after each trial. The
panel showed five pictures with all 2D directions in a top-down view
and, subsequently, three pictures of all gradients in a lateral view.
Participants used the VR controller to select the fitting represen-
tation for each. These two variables were measured with a binary
outcome (correct, incorrect) and summarized as percentages of cor-
rectly identified outcomes across all trials per person and condition
(ratio scale). In addition, we measured mental workload after each
condition via the NASA Raw-Task Load Index (NASA RTLX) [13]
and additional Likert-scale statements regarding the comprehensi-
bility of the directional cue. We also collected qualitative feedback
in a semi-structured interview after each condition as well as at the
end of the study, which is when we also asked participants to rank
the three conditions.

As the study is exploratory in nature, we were interested in
finding out more about the specific features of our three feedback
conditions. In particular, we were interested in the following re-
search questions:

RQ1: Do multiple encodings of gradient, as in the condition
Rabbit Dual, improve the comprehension of gradient information
and reduce mental workload?

RQ2: Does apparent movement, as in the condition Motion In-
tensity, improve comprehension of 2D direction? We assume that
to be the case as the transition by overlapping of vibration be-
tween the actuators may be easier to comprehend and interpret
as a path compared to the sensation of isolated pulses as for the
Rabbit conditions.

RQ3: How would participants experience and rate vibrotactile
communication of 3D direction overall and with regard to each
individual condition?

4 RESULTS
For our applied inferential statistics, we distinguished between ratio
and ordinal data. The estimation percentages for 2D direction and
gradient are ratio data, while the Likert items – including task load –
are ordinal data. For ratio data only, we first applied a Shapiro-Wilk
test to check for normality. We found that none of our ratio data is
normally distributed. Thus, we treated all our data in the same way
and directly applied non-parametric tests, specifically Friedman
tests. Thereafter, we conducted Wilcoxon Signed-rank tests with
Bonferroni correction for our post-hoc analysis. The effect sizes of
the Wilcoxon tests are reported as r (r: >0.1 small, >0.3 medium,
and >0.5 large effect).

4.1 Estimation of 2D Direction
We asked participants to estimate the two-dimensional direction
on a ground plane. The median (interquartile range) percentages
of correct 2D direction estimations for each condition are (in de-
scending order): Rabbit Dual =93.3% (IQR=12.5%), Rabbit Single
=91.7% (IQR=13.3%), and Motion Intensity =78.3% (IQR=16.7%). All
percentages are compared in Figure 3a. Since our data is not nor-
mally distributed (p<0.01), we directly ran a Friedman test that
revealed a significant effect of condition on 2D direction estimation
(𝜒2(2)=17.70, p<0.001, N=14). Post-hoc tests showed significant dif-
ferences between Rabbit Single and Motion Intensity (W=83, Z=2.62,
p=0.018, r=0.50) as well as Rabbit Dual and Motion Intensity (W=0,
Z=-3.30, p<0.001, r=0.62). However, we did not find a significant
difference between Rabbit Single and Rabbit Dual (W=15, Z=-1.88,
p=0.182). Here, we can conclude that both Rabbit Single and
Rabbit Dual result in better estimation performance for 2D
direction than Motion Intensity.

4.2 Estimation of Gradient
We asked participants to estimate the gradient behavior of the com-
municated cue. The median (interquartile range) percentages of
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Table 1: Pairwise comparisons for individual statements, Bonferroni-adjusted, p-values: <0.05 (*), <0.01 (**), and <0.001 (***).

Rabbit Single vs. Dual Rabbit Single vs. Motion Intensity Rabbit Dual vs. Motion Intensity
Statement test statistic p-value test statistic p-value effect size test statistic p-value effect size
S1 Z= 0.00 p=1.000 Z=2.89 p<.001*** r=0.55 Z=3.04 p=.004** r=0.57
S2 Z=-0.07 p=1.000 Z=2.58 p=.029* r=0.49 Z=2.80 p=.013* r=0.53
S3 Z=-1.17 p=0.838 Z=3.06 p=.003** r=0.58 Z=2.97 p=.003** r=0.56
S4 Z=-0.17 p=1.000 Z=2.84 p=.006** r=0.54 Z=2.69 p=.018* r=0.51

correct gradient estimations for each condition are (in descend-
ing order): Rabbit Dual =93.3% (IQR=5.8%), Rabbit Single =91.7%
(IQR=8.3%), and Motion Intensity =56.7% (IQR=10.0%). All percent-
ages are compared in Figure 3b. Since our data is not normally
distributed (p<0.001), we ran a Friedman test that revealed a sig-
nificant effect of condition on gradient estimation (𝜒2(2)=19.00,
p<0.001, N=14). Post-hoc tests showed significant differences be-
tween Rabbit Single and Motion Intensity (W=102, Z=3.11, p=0.002,
r=0.59) as well as Rabbit Dual and Motion Intensity (W=0, Z=-3.30,
p<0.001, r=0.62). However, we did not find a significant difference
between Rabbit Single and Rabbit Dual (W=30, Z=-1.42, p=0.501).
Here, we can conclude that both Rabbit Single and Rabbit
Dual result in better gradient estimation performance than
Motion Intensity.

4.3 Task Load
The results of task load ratings asmeasured by the NASA RTLX [13]
are shown in Figure 3c. The median (interquartile range) task load
scores for each condition are (in ascending order): Rabbit Single
=22.5 (IQR=12.7), Rabbit Dual =24.5 (IQR=7.9), and Motion Intensity
=28.3 (IQR=20.0). We ran a Friedman test that revealed a significant
effect of condition on task load (𝜒2(2)=13.50, p=0.001, N=14). Post-
hoc tests showed a significant difference between Rabbit Dual and
Motion Intensity >(W=105, Z=3.30, p<0.001, r=0.62). However, we
did not find any significant differences between Rabbit Single and
Rabbit Dual (W=39, Z=0.00, p=1.000) or between Rabbit Single and
Motion Intensity (W=20, Z=-2.04, p=0.120). Here, we can conclude
that Rabbit Dual induces a lower task load thanMotion In-
tensity.

4.4 Individual Statements and Preferences
After each condition, we asked participants to rate four statements,
each on a 7-point Likert scale (1=strongly disagree, 7=strongly
agree). The results and statements are shown in Figure 4. We
found significant main effects for all four statements (N=14; S1:
𝜒2(2)=14.09, p<0.001; S2: 𝜒2(2)=11.35, p=0.003; S3: 𝜒2(2)=17.08,
p<0.001; S4:𝜒2(2)=12.79, p=0.002). Pairwise comparisons are shown
in Table 1. Here,we can conclude that Rabbit Single and Rabbit
Dual are rated significantly more positively than Motion In-
tensity for all four statements. No difference was found between
Rabbit Single and Rabbit Dual. Regarding overall preference, eight
participants preferred Rabbit Dual, while six voted for Rabbit
Single as their favorite. None of the participants preferred Motion
Intensity.

4.5 Interviews
During the interviews, participants were explicitly asked to com-
ment on the duration of the vibration as well as what may have
eased or hindered their comprehension. They also had to explain
their overall preference and comment on the overall experience and
sensation of interpreting 3D directional cues via vibrotactile feed-
back. For the analysis, the verbal data was first transcribed by one
author and then summarized. The statements were then counted
for each question. In addition, across all questions, we applied open
coding to identify hidden themes. Data from one interview (P2)
was not recorded due to a technical issue. Therefore, only the data
from 13 participants was included.

Regarding the duration of the vibration, both Rabbit conditions
were perceived as having adequate duration (Rabbit Single: 10 vs 3
who thought it could have been longer; Rabbit Dual: 13:0), while
10 participants would have preferred a longer duration for Motion
Intensity. For the latter, participants struggled to feel the gradient
correctly, as mentioned by five participants (e.g., P7 said that the
“[duration was] a little bit short, enough for [2D] direction, but
for intensity [gradient] it was really bad.”) The varying strength of
the vibration was also an issue, as the most distant control point
was criticized as having a too weak vibration, which meant that
“some vibrations got lost” (P5). This also interfered with the com-
prehension of 2D direction. The smooth transition of movement in
Motion Intensity was still found to be a pleasant experience, but the
mentioned drawbacks regarding the gradient detection prevailed,
according to P4 (RQ2). When comparing pulse with intensity for the
mapping of gradient, P12 noted an interesting further advantage of
pulse, as “One could decide about the gradient in retrospect even if
one wasn’t sure before. When the last actuator vibrated many times,
then it must have been an upwards gradient.” This also implicitly
highlights the problem of immediacy, which required attention and
did not allow repetition of the feedback. As P10 put it, “in case you
did not fully pay attention, there wasn’t a repeat to make sure.” This
sentiment was echoed by P12. Consequently, the dual encoding of
a gradient in the Rabbit Dual condition was cited by most as the
main reason for preferring that condition (RQ1). P11 noted, “I did
not just have the number of pulses, but in addition the intensity
and that somehow better stuck in my head.”

5 DISCUSSION
Overall, responses during the interview and the quantitative data
are in agreement. They show significant and substantial advan-
tages of Rabbit Single and Rabbit Dual compared toMotion Intensity,
which we did not expect in such clarity. The parity between these
two then is again visible from all angles, with preference being
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Figure 4: Participant responses to the four rated statements (Likert items ranging from 1: strongly disagree to 7: strongly agree).

nearly balanced (8 vs. 6). Still, the interviews showed that for Mo-
tion Intensity, participants did like the smooth transition between
the individual feedback factors, which however failed to have a
measurable advantage (RQ2). A main reason for this may be that
we found that the mechanisms to communicate 2D direction and
gradient can interfere with one another. In particular, the intensity
gradient mapping had a negative effect on the 2D direction map-
ping in Motion Intensity, as the minimum vibration sometimes “got
lost” (P5), when users did not pay close attention. While pre-tests
suggested otherwise, individual differences among the perception
of our participants as well as potential fitting issues with the glove
(see limitations below) may have resulted in this issue. From the
comments of participants, we have to assume that Rabbit Dual was
affected by this problem as well, although to a lesser degree; the si-
multaneous pulse mapping implicitly included repeated vibrations
of the same actuator at least twice.

Our analysis also showed that the type of feedback may require
more training for participants to get accustomed to. P13 summa-
rized this point nicely: “Maybe if you market that [...] and someone
develops a game for it [...], then I might like it, and in a year, no one
can imagine a world without it.” Others noted the effort involved,
with P10 saying they “found that it was really exhausting since you
are not used to it.” Still, the overall experience of using vibrotactile
feedback to interpret 3D directional cues was described as “sur-
prisingly good” (P7) and prompted many ideas for use cases, such
as medical scenarios (operating table with limited visuals), people
with visual impairments in daily life as well as when driving a bike
or motorcycle.

Limitations: As an exploratory study, our results should be per-
ceived as preliminary and require further testing and confirmation.
In particular, our results may be limited due to the number of par-
ticipants (14), which also led to the design not being fully balanced.
In addition, all participants in our study were right-handed, which

could affect our results. We also found that more training may be
required to compensate for initial learning effects, as the type of
feedback is so unusual and novel for participants. In addition, the
SensorialXR glove only provides a fixed setting of the actuators and
offers a “one-size-fits-all” size, which showed to be problematic
for some users with smaller hands, where the actuators were not
always in tight contact with the skin. For future research prototypes
adding additional Velcro around the actuators might help.

6 CONCLUSION
This work aimed to explore different design approaches to commu-
nicate three-dimensional directional cues with vibrotactile feedback.
We developed two conditions based on the Cutaneous Rabbit illu-
sion and one based on Apparent Tactile Motion to communicate
2D direction. The gradient of the overall 3D direction was then
encoded by the number of discrete vibration pulses, the vibration
intensity, or a combination of both. Our study showed that three-
dimensional directional cues can be communicated by Rabbit Single
and Rabbit Dual with a high success rate for both the 2D direction
and gradient (median for Rabbit Single: 91.7%, Rabbit Dual: 93.3%)
– significantly better compared to Motion Intensity. With respect
to our research questions, we found partial evidence for RQ1, as
multiple participants specifically mentioned the dual mapping for
gradient as a benefit. Still, for the quantitative data, both Rabbit con-
ditions performed more or less identical. RQ2 has to be dismissed
at this point. However, as revealed by our qualitative analysis, we
believe that the Apparent Tactile Motion illusion can also be a vi-
able option for future designs, as the smooth transition between
actuators was appreciated by participants. The challenge will lie in
overcoming the inferences we found between 2D directional and
gradient intensity mapping.
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Figure 5: An assistive robotic armwith AI-created directional
movement recommendations. The cyan arrow indicate the
current movement direction of the arm, while the blue arrow
shows the recommendation, which would be mapped as 3D
directional cues on the glove. Note: The cyan and blue arrows
are only for presentation purposes.

Future Research: In our work, we aim to apply this approach to
communicate the intended movements [20] of a semi-autonomous
robot in collaborative scenarios, where vision alone may not be
sufficient to successfully predict robot motion. In Figure 5 an assis-
tive robot arm is illustrated, which is manually controlled by the
user but is supported through an Artificial Intelligence (AI) which
provides real time directional movement recommendations. Here,
our approach could be used to map these directional movement
recommendations as vibration input on the hand. Changes in the
intensity of the actuators indicate the amount of directional change,
thus enabling the user to better imagine the generated trajectory.
We also encourage researchers to both replicate our design and
study and apply it to different use cases. Future research should
also investigate variables such as the effect of higher-resolution
tactile displays, different setting of actuators, or other approaches
to encode gradient (e.g. through different vibration frequencies,
varying linear and non-linear intensity levels), which were not pos-
sible with the SensorialXR technology. Furthermore, results of our
study should also be evaluated with participants with a dominant
left hand or their non-dominant hand.
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